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Abstract. Competitive on-line algorithms for data management in a network of processors
are studied in this paper. A data object such as a file or a page of virtual memory is to be read
and updated by various processors in the network. The goal is to minimize the communication
costs incurred in serving a sequence of such requests. Distributed data management on important
classes of networks—trees and bus based networks, are studied. Optimal algorithms with constant
competitive ratios and matching lower bounds are obtained. Our algorithms use different interesting
techniques such as work functions [9] and “factoring.”
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1. Introduction. The management of data in a distributed network is an im-
portant and much studied problem in management science, engineering, computer
systems and theory [3, 11]. Dowdy and Foster [11] give a comprehensive survey of
research in this area, listing eighteen different models and many papers. A data ob-
ject, F such as a file, or a page of virtual memory, is to be read and updated by a
network of processors. Each processor may store a copy of F in its local memory,
so as to reduce the time required to read the data object. All copies must be kept
consistent, however; so having multiple copies increases the time required to write to
the object. As read and write requests occur at the processors, an on-line algorithm
has to decide whether to replicate, move, or discard copies of F' after serving each
request, while trying to minimize the total cost incurred in processing the requests.
The on-line algorithm has no knowledge of future requests, and no assumptions are
made about the pattern of requests. We apply competitive analysis [6] to such an
algorithm.

Let o denote a sequence of read and write requests. A deterministic on-line
algorithm A is said to be c-competitive, if, for all o, Ca(c) < ¢- OPT(c) + B holds,
where C'4 (¢) and OPT(c) are the costs incurred by A and the optimal off-line solution
respectively, and ¢ and B are functions which are independent of o, but which may
depend upon the input network and file size. If A is a randomized algorithm, we
replace C'4 (o) by its expected cost and consider two types of adversaries: the oblivious
adversary chooses ¢ in advance, and the more powerful adaptive on-line adversary
builds o on-line, choosing each request with knowledge of the random moves made
by A on the previous requests. The oblivious adversary is charged the optimal off-
line cost, while the adaptive on-line adversary has to serve ¢ and be charged on-line.
(See Ben-David et al. [6] for a full discussion of different types of adversaries.) An
algorithm is strongly competitive if it achieves the best possible competitive ratio.

In this paper, we focus on two important classes of networks: trees and the
uniform network. A tree is a connected acyclic graph on n nodes and (n — 1) edges;

* A preliminary version of this paper has appeared in [19].

t Research, AT&T Labs, 600-700 Mountain Avenue, Murray Hill, NJ 07974-0636, U.S.A. e-mail:
lund@research.att.com, reingold@research.att.edu, and westbrook@research.att.com

+ This work was performed while the author was at Yale University. Research partially supported
by NSF Grant CCR-9009753.

§ Department of Operations Research, AT&T Labs, Room 3J-314, 101 Crawfords Corner Road,
Holmdel, NJ 07733-3030, U.S.A. This work was performed while the author was at Yale University.
Research partially supported by Fellowships from Yale University. e-mail:yan@att.com

1

www.manaraa.com



2 C. LUND, N. REINGOLD, J. WESTBROOK, and D. YAN

the uniform network is a complete graph on n nodes with unit edge weights. We
obtain strongly competitive deterministic and randomized on-line algorithms for these
classes.

Our algorithms use different interesting techniques such as offset functions and
“factoring.” Competitive on-line algorithms based on offset functions have been found
for the 3-server [9] and the migration problems [10]. An advantage of these algorithms
is they do not need to record the entire history of requests and the on-line algorithm,
since decisions are based on the current offset values which can be updated easily.
Factoring is first observed in [7] and used in [10, 17]. The idea is to break down
an on-line problem on a tree into single edge problems. Thus strongly competitive
strategies for a single edge is generalized to a tree. Our algorithms are strongly
competitive for specific applications and networks, and also illustrate these two useful
techniques. Our randomized algorithm for file allocation is barely random [20], i.e.,
it uses a bounded number of random bits, independent of the number of requests. A
random choice is made only at the initialization of the algorithm, after which it runs
deterministically.

1.1. Problem Description. We study three variants of distributed data man-
agement: replication [1, 7, 17], migration [7, 10, 22] and file allocation (FAP) [2, 5].
They can be can be described under the same framework. We are given an undirected
graph G = (V| E) with non-negative edge weights and |V| = n, where each node rep-
resents a processor. Let F represent a data file or a page of memory to be stored in
the processors. At any time, let R C V, the residence set, represent the set of nodes
that contain a copy of F. We always require R # §). Initially, only a single node v
contains a copy of F'and R = {v}.

A sequence of read and write requests occur at the processors. A read at processor
p requests an examination of the contents of some data location in F'; a write at
processor p requests a change to the contents of some location in F. The location
identifies a single word or record in F'. A read can be satisfied by sending a message
to any processor holding a copy of F'; that processor then returns the information
stored in the requested location. A write is satisfied by sending an update message to
each processor holding a copy F', telling it how to modify the desired location. After
a request is served, the on-line server can decide how to reallocate the multiple copies
of F.

Let D € Zt be an integer constant, D > 1, which represents the number of
records in F.' The costs for serving the requests and redistributing the files are as
follows.

Service Cost: Suppose a request occurs at a node v. If it is a read
request, it is served at a cost equal to the shortest path distance from
v to a nearest node in R; if it is a write request, it 1s served at a cost
equal to the size of the minimum Steiner tree? that contains all the
nodes in RU{v}.

Movement Cost: The algorithm can replicate a copy of F to a node
v at a cost D times the shortest path distance between v and the
nearest node with a copy of F'; it can discard a copy of I at no cost.

A file reallocation consists of a sequence of zero or more replications and discards of

LR, 2+, and Z(;I' represent the sets of reals, positive integers and non-negative integers,
respectively.
2 See section 2 for a definition.
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copies of F'. The replications and allocations can be done in any order as long as the
residence set has size at least 1. The movement cost incurred during a reallocation is
equal to the total sum of all replication costs.

The replication and migration problems are special cases of file allocation. For
migration, we require |R| = 1. For replication, all the requests are reads, and it can be
assumed that all replicated copies of F are not discarded. The (off-line) optimization
problem is to specify R after each new request 1s served so that the total cost incurred
is minimized. For on-line replication, we only consider competitive algorithms that
have B = 0 in the inequality above; otherwise a trivial 0-competitive algorithm exists
[7].

Following previous papers on allocation and related problems, we adopt a
“lookahead-0” model. In this model, once a request is revealed, the on-line algorithm
must immediately pay the service cost before making any changes to the residence
set. One may contrast lookahead-0 with a lookahead-1 model, in which the algorithm
may change the residence set before paying the service cost. We discuss the lookahead
issue further below, together with some implementation issues.

1.2. Previous and Related Results. Black and Sleator [7] were the first to
use competitive analysis to study any of these problems, giving strongly 3-competitive
deterministic algorithms for file migration on trees and uniform networks, and strongly
2-competitive deterministic algorithms for replication on trees and uniform networks.
Replication: Imase and Waxman [14] showed that a greedy algorithm for building
Steiner trees on-line is ©(logn)-competitive, where n is the number of nodes, and
that this ratio 1s optimal within constant factors for general networks. This algorithm
is the basis of a solution for on-line replication in general networks. Koga [17] gave
randomized algorithms that are 2-competitive and 4-competitive against an adaptive
on-line adversary on trees and circles, respectively. He also obtained a randomized
algorithm with a competitive ratio that depends only on D and approaches (1+ 1/\/5)
as D grows large, against an oblivious adversary on trees.

Migration: Westbrook [22] obtained a randomized algorithm for uniform networks
with a competitive ratio that depends only on D and approaches ((5 4+ /17)/4) as
D grows large, against an oblivious adversary, For general networks, Westbrook [22]
obtained a strongly 3-competitive randomized algorithm against an adaptive on-line
adversary. He also obtained an algorithm against an oblivious adversary with a com-
petitive ratio that depends only on D and approaches (14 ¢)-competitive as D grows
large, where ¢ & 1.62 is the golden ratio. Chrobak et al. [10] studied migration on var-
ious classes of metric spaces including trees, hypercubes, meshes, real vector spaces,
and general products of trees. They gave strongly (2+1/2D)-competitive randomized
algorithms for these spaces, (24 1/2D)-competitive deterministic algorithms for some
of these spaces, and a general lower bound for deterministic algorithms of (85/27).
Recently, Bartal et al. [4] obtained a 4.086-competitive deterministic algorithm.
File Allocation: For general networks, Awerbuch et al. [2] and Bartal et al. [5] give
O(logn)-competitive deterministic and randomized algorithms against an adaptive
on-line adversary, respectively. Westbrook and Yan [23] show that Bartal et al.’s
algorithm is O(logd(())-competitive on an unweighted graph with diameter d(G),
and there exists a O(log? d(G))-competitive deterministic algorithm. Bartal et al.
also find a (3 + O(1/D))-competitive deterministic algorithm on a tree, and strongly
3-competitive randomized algorithms against an adaptive on-line adversary on a tree
and uniform network. Since replication is a special case of file allocation, these upper
bounds are also valid for replication when the additive constant B is zero.
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Replication Migration File Allocation
Deterministic  uniform 2 [7] 3107 3 [5]
tree 2 7] 317 3*
Randomized  uniform | ep/(ep — 1)* 2+ 1/(2D)* ?
tree ep/(ep —1)* | 24+ 1/(2D) [10] 24 1/D*
* this paper
TaBLE 1

The State of the Art: Trees and Uniform Networks. Note ep = (14 1/D)P.

1.3. New Results. This paper contributes the following results.

e For on-line file allocation on a tree, we give a strongly 3-competitive deter-
ministic algorithm and a (24 1/D)-competitive randomized algorithm against
an oblivious adversary, and show that this is optimal even if G is an edge.

e For uniform networks, we show that the off-line file allocation problem can
be solved in polynomial time. We give a strongly (2 + 1/(2D))-competitive
randomized on-line algorithm for migration against an oblivious adversary on
the uniform network.

e For the replication problem, we show that the off-line problem 1s NP-hard; this
implies the file allocation problem is also NP-hard. We obtain randomized
algorithms that are (ep /(ep — 1))-competitive against an oblivious adversary
on a tree and a uniform network; this is optimal even if (G is a an edge.
(Albers and Koga [1] have independently obtained the same results for on-
line replication using a different method.)

e We show that no randomized algorithm for replication on a single edge can
be better than 2-competitive against an adaptive on-line adversary. Thus
Koga’s [17] algorithm for replication on a tree is strongly competitive.

Table 1 summarizes the competitive ratios of the best known deterministic and
randomized algorithms against an oblivious adversary for replication, migration, and
file allocation on trees and uniform networks. They are all optimal.

1.4. Lookahead and Implementation Issues. As stated above, we adopt
the lookahead-0 model that has been used in all previous work on allocation and its
variants. Studies of some other on-line problems, however, have used a lookahead-1
model, and in this subsection we comment briefly on the distinction.

In a lookahead-1 model of allocation, some request sequences could be served
by an on-line algorithm at a lower cost than would be possible in the lookahead-0
model. For example, if a write request occurs, a lookahead-1 algorithm can drop all
but one copies of F' before servicing the request, thereby reducing the service cost.
The lookahead-0 model is more appropriate for file allocation, however, because the
service cost models both the message cost of satisfying a request, which includes the
cost of transmitting an answer back to a read request or passing an update on to
all copies, and the message cost of the control messages that must be transmitted in
order for the algorithm to learn of new requests and to implement its replication and
drop decisions. Specifically, we assume that a new replication will not occur unless at
least one member of the replication set has been told of a new request, and a processor
will not discard a copy unless it has been told of a new write request.

We claim that for large values of D the optimal competitive ratio in a lookahead-1
model is not materially different than the optimal competitive ratio in a lookahead-0
model. In particular, if there i1s a c-competitive algorithm using lookahead-1, there
is a (¢ + 2/D)-competitive algorithm using lookahead-0. The lookahead-0 algorithm
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simulates the lookahead-1 algorithm by keeping the same residence set. When the
lookahead-1 algorithm saves service cost on a read, the amount saved can be no more
than the distance it replicates files just prior to the satisfying the request. Similarly,
when the lookahead-1 algorithm saves service cost on a write, the amount saved can
be no more than the weight of a minimum Steiner tree which connects the dropped
copies to an undropped copy. But at some point in the past, at least one of the
dropped copies must have been replicated over each edge in that Steiner tree. Hence
for each unit of distance saved on reads by the lookahead-1 algorithm, one file was
moved one unit of distance. The same holds for writes. The the total cost saved by
the lookahead-1 algorithm is % times the total movement cost. Both algorithms incur
the same movement cost, however.

One may ask whether our service cost is too optimistic: could our algorithms
actually be implemented using only the control messages accounted for in the service
cost. Although we do not directly address this issue, our algorithms are essentially
distributed in nature and can be implemented with only constant message overhead
in the special case of uniform and tree networks.

2. Preliminaries. We use the technique of work functions and offset functions
introduced by Chrobak and Larmore [9]. Let S be a set of states, one for each legal
residence set. Thus S is isomorphic to 2V \ {#}. Let R(s) denote the residence set
corresponding to state s € S. We say the file system s in state s if the current
residence set is R(s),s € S. Let Y = {v",v¥|v € V} be the set of possible requests,
where v” and v represent read and write requests at node v, respectively. A request
sequence ¢ = (01,...,0p) is revealed to the on-line algorithm, with each o; € Y.
Suppose the network is in state s when o; arrives. The algorithm will be charged a
service cost of ser(s, o;), where ser(s, ;) : S x Y—R is as described in Section 1.1.
After serving oy, the algorithm can move to a different state ¢ at a cost tran(s,t),
where tran : S x S—R is the minimum cost of moving between the two residence
sets.

The work function W;(s) is the minimum cost of serving requests 1 to ¢, termi-
nating in state s. Given o, a minimum cost solution can be found by a dynamic
programming algorithm with the following functional equation:

VseS icZt Wi(s) = rtrégl{VVi_l(t) + ser(t,o;) + tran(t, s)}
with suitable initializations. Let opt, = minges Wi(s),¢ > 1, be the optimal cost of
serving the first ¢ requests. We call w;(s) = Wi(s) — opt; the offset function value
at state s after request ¢ has been revealed. Define Aopt, = opt; — opti_1; it is the
increase in the optimal off-line cost due to o;.

Our on-line algorithms make decisions based on the current offset values, w;(s), s €
S. Note that to compute the w;(s)’s and Aopt,’s, it suffices to know only the w;_1(s)’s.
Since OPT (o) = Zlill Aopt;, to show that an algorithm A is c-competitive, we need
only show that for each reachable combination of offset function, request, and file
system state, the inequality AC4 + A® < ¢ - Aopt; holds, where AC4 is the cost
incurred by A and A® is the change in some defined potential function. If the total
change in @ is always bounded or non-negative, summing up the above inequality
over o, we have C4(c) < ¢-OPT(c) 4+ B where B is some bounded value.
The Stewner Tree Problem:
We shall refer to a network design problem called the Steiner tree problem (STP) [24]
which can be stated as follows. An instance of STP is given by a weighted undirected
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graph G = (V, E), a weight function on the edges w : E—ZF, a subset Z C V of
reqular nodes or terminals, and a constant B’ € Zt. The decision problem is to ask
if there exists a Steiner tree in G that includes all nodes in Z and has a total edge
weight no more than B’. STP is NP-complete even when G is restricted to bipartite
graphs with unit edge weights, or to planar graphs [12, 16]. Surveys on STP can be
found in [13, 24]. On a tree network, the union of paths between all pairs of terminals
gives the optimal Steiner tree.

3. Deterministic Algorithms for FAP on a Tree. We begin by introduc-
ing some concepts that will be used in building both deterministic and randomized
algorithms for file allocation on trees.

We say a residence set is connected if it induces a connected subgraph in . On
a tree, if the residence set is always connected, each node without a copy of F' can
easily keep track of R, and hence the nearest copy of F, by using a pointer. In fact,
when G is a tree we can limit our attention to algorithms that maintain a connected
R at all times..

THEOREM 3.1. On a tree, there exists an optimal algorithm that always maintains
a connected residence set, i.e., given any (on-line or off-line) algorithm A, there exists
an algorithm A’ that maintains a connected R and Cx/(0) < Cyu(o) for allo. If A is
on-line, so is A'.

Proof. Let R(A) and R(A’) be the residence sets maintained by A and A’, re-
spectively. We simulate A on ¢ and let A’ be such that at any time, R(A’) is the
minimum connected set that satisfies R(A) C R(A’). Given R(A), on a tree, R(A’)
1s defined and unique.

Since R(A) C R(A’), the reading cost incurred by A’ cannot be greater than that
by A. The same holds true for the writing cost issued at any node v, since R(A’)U{v}
spans the unique minimum length Steiner tree for R(A) U {v}. So A’ does not incur
a greater read or write cost than A.

Algorithm A’ does not need to carry out any replication unless A does, and only
to nodes that are not already in R(A’). To maintain R(A) C R(A’), A’ should leave
a copy of F along any replication path, this can be done without incurring any extra
cost. As R(A) C R(A), A’ never needs to traverse a replication path longer than
that by A for the same replication. Hence, A’ cannot incur a greater replication cost.
Since a reallocation is a sequence of replications and discards of F, A’ maintains a
connected set at all times and does not incur a great cost than A in the reallocation.
a

Henceforth we shall only consider algorithms that maintain a connected residence
set R at all times. When we say that an algorithm replicates to node v, we shall mean
it leaves a copy of F' at all nodes along the shortest path from the residence set to v.
In a tree network we can make some additional simplifying assumptions. Suppose an
algorithm A decides to move to residence set R’ from set R. This reallocation involves
a some sequence of replications and drops.

LEMMA 3.2. All replications can be performed before all drops without increasing
the total cost of the reallocation.

Proof. Dropping a copy can only increase the cost of subsequent replications. O

Henceforth we assume that all algorithms comply with Lemma 3.2.

LEMMA 3.3. Let S = R'\ R be the nodes that gain a copy of F. Then F can be
replicated to the nodes of S in any order at total cost D -|T(R')\ T(R)|, where T(R)
15 the subtree induced by node set R.

Proof. A copy of F' must be sent across each edge in T'(R') \ T(R) at least once.
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But in any order of replication, a copy cannot be sent across an edge more than once,
because then both endpoints contain a copy of F'. O

Henceforth we assume that all algorithms comply with Lemma 3.3.

A useful tool in handling on-line optimization on trees is factoring [7, 10]. Tt
makes use of the fact that any sequence of requests o and any tree algorithm can be
“factored” into (n — 1) individual algorithms, one for each edge. The total cost in the
tree algorithm is equal to the sum of the costs in each individual edge game. For edge
(a, b) we construct an instance of two-processor file allocation as follows. The removal
of edge (a, b) divides T into two subtrees T, and T}, containing a and b, respectively.
A read or write request from a node in 7, is replaced by the same kind of request
from a, and a request from a node in T} is replaced by the same request from b. Let
A be an algorithm with residence set R(A). Algorithm A induces an algorithm on
edge (a,b) as follows: if R(A) falls entirely in T, or T} then the edge algorithm is
in state a or b, respectively; otherwise, the edge algorithm is in state ab. When the
edge algorithm changes state, it does so in the minimum cost way (i.e. at most one
replication). This factoring approach is used in our algorithms for file allocation on a
tree. For the rest of this paper, given an edge (a,b), we use T, and T} to represent
the subtrees described above, s to denote the state the edge is in, and let the offset
functions triplet be w; = (w;(a), w;(b), w;(ab)), where w;(s) is the offset function value
of state s after o; has arrived.

LEMMA 3.4. For algorithm A and request sequence o, let A, p) be the algorithm
induced on edge (a,b), and o4 be the request sequence induced on edge (a,b). Then

Calo)= > Cay, (oa)

(a,b)EE

Proof. We show that the cost incurred by any event contributes the same amount
to both sides of the equation.

For a write request at a node v, C4(c) increases by the weight of the unique
Steiner tree, 7', containing nodes in R(A) U{v}. In the induced problem of any edge
e on 1", the residence set and the request node are on opposite sides of ¢, and a write
cost equal to e’s weight is incurred. For other edges; v and the residence set lie on
the same side of e, and no cost is incurred in their induced problems. So both sides
of the equation increase by the same amount.

For a read request at a node v, the same argument as in the write case can be
used, replacing 7" by the unique path from v to the nearest node with a copy of F.
Both sides of the equation increase by the same amount.

Suppose A moves from a residence set of R to R’, and consider the sequence of
replications and discards that make up the reallocation process. We show by induction
on the length of this sequence that the movement cost to A is exactly equal to the sum
of movement costs in the induced edge problems. Suppose that the first action in the
sequence 1s to replicate F' to node v. The cost to A is D times the sum of the lengths
of the edges on the shortest path from R to v. Since R is connected, the edges on this
path are exactly the edges that must replicate in their induced problems. Thus both
sides of the equation increase by the same amount. If the first action is a discard,
then no costs are incurred by A or any of the induced edge algorithms. O

LEMMA 3.5. Let OPT(c4p) be the cost incurred by an optimal edge algorithm for
(a,b) on sequence oqp. Then Z(a,b)eE OPT(o4) < OPT(0).

Proof. The Lemma follows by letting A in Lemma 3.4 be the optimal off-line
algorithm for FAP on a tree, and noting CA(a,b) (0ap) > OPT(oqp) for any A and edge
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(a,b). O

It follows from Lemmas 3.4 and 3.5 that if A4 is an on-line algorithm such that on any

o, and for each edge (a,b), Caan (0ap) < ¢-OPT(04) holds, then A is c-competitive.
To construct a deterministic algorithm for the tree, we first construct a suitable

optimal algorithm for a single edge We then design the tree algorithm so that it induces

this optimal edge algorithm in each edge, thereby guaranteeing competitiveness.

3.1. An Optimal Deterministic Edge Algorithm. Let G = (a,b) be an
edge, and S = {a,b,ab} the set of states the file system can be in—only node a
has a copy, only node b has a copy, and both a and b have a copy, respectively.
We can assume G is of unit length, otherwise the offsets and cost functions can be
scaled to obtain the same results. We write the offset functions as a triplet w; =
(wi(a),wi(b),w;(ab)) and similarly for the work functions. Suppose the starting state
is a. Then Wy = (0, D, D). The ser and tran functions are given in Table 2. By the
definition of the offset functions, and since it 1s free to discard a copy of F, we always
have w;(ab) > w;(a),w;(b), and at least one of w;(a) and w;(b) is zero. Without loss of
generality, we assume a starting offset function vector of w; = (0,%,1),0 < k <1 < D,
after o; has arrived. Table 3 gives the changes in offsets for different combinations of
requests and offsets in response to the new request ;4.

tran(t,s) s ser(t,o;) oy
a b ab a” | a® | BT | BY
a 0 D | D a 0 0 1 1
t b D 0 D t b 1 1 0 0
ab 0 0 0 ab 0 1 0 1
TABLE 2
Transition and Service Costs
Case 1: k> 1:
oit1 | witi(a) wi1(b) wit1(ab) Aoptipy
a” 0 min(k + 1,{) ji 0
a® 0 min(k+ 1,D) | min(l +1,D) 0
b 0 k-1 -1 1
b 0 k—1 { 1
Case 2: k= 0:
oitr | wipi(a) | wip1(b) wiy1(ab) Aoptyy
a” 0 min(1,{) I 0
a¥ 0 1 min({ + 1, D) 0
b” min(1,1) 0 I 0
pw 1 0 min({ + 1, D) 0
TABLE 3

Changes in Offsets

Let s be the current state of R. Our algorithm specifies the new required residence
set, R, after ¢;11 has arrived and the offsets have been updated; it assumes state a is
a zero-offset state.

Algorithm Edge:

(1) If s # ab and w;11(s) = wiy1(ab), replicate, i.e., set s = ab.

(2) If s = ab and w;41(b) = D, drop at b, i.e., set s = a.

THEOREM 3.6. Algorithm DetEdge is strongly 3-competitive.
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Proof. We first show that for each request o;, ACpyge + AP < 3 - Aopt; (%)
holds, for some function ®(-) defined below. Let a be a zero-offset state and we have
w; = (0, k,1). At any time, we define the potential function:

2-D—-2-k ifs=a
D(s, k) = 2-D—k ifs=1b
D—k if s = ab

Initially, ® = 0, and we always have ® > 0. When w; = (0,0,/) and s # ab, s can be
considered to be in state a or b, and ®(a,0) = ®(b,0) = 2D. Note that w; = wiy1
and A® = Aopt; = 0 hold in the following cases:

(i) w; =(0,D,D) and 0,41 = a” or a¥,

(i1) w; =(0,0,1),l > 1 and o;41 = a", and

(iii) w; = (0,0,0) and ;41 = a” or b".

Our algorithm ensures that ACgq4. = 0 in these cases. Let use show that (x) holds for
all possible combinations of state, request, and offset. The offsets and state variable
below are the ones before the new request o;41 arrives. We consider the k& > 1 cases;
the & = 0 cases are similar to that when £ > 1 and ¢;41 = &” or a”.

Case 1: oj41 = a”

We have Aopt; ; = 0. If s = a or ab, then L.H.S.(x) < 0 and (*) holds. If s = b, by
the last execution of the algorithm, we must have & < I. Then ACggge = —AP =1,
and () holds.

Case 2: 0i41 = a®

We have Aopt; | = 0. If s = a, then L.H.S.(x) <0 and (x) holds. If s = b or ab, we
must have k < D. Then ACggg. = —A® = 1, and (%) holds.

Case 3: g;41 = b" or b

We have Aopt;; = 1. In this case ACpgq4e < 1, A® <2, and L.H.S.(x) < 3 hold.

Inequality (*) also holds when DetEdge changes state: when DetEdge moves
from state ab to state a, w; = (0, D, D) and A® = ACgqy. = 0; when DetEdge moves
to state ab A® = —ACgg44. = —D. Hence, (%) holds for all possible combinations of
offsets, requests, and residence set.

We claim that no deterministic algorithm is better than 3-competitive for FAP
on an edge. For migration, it is known that no deterministic algorithm can be better
than 3-competitive on a single edge [7]. We show that given any on-line algorithm
A for FAP there exists another on-line algorithm A’ such that (i) Ca/(0) < Cy(o)
for any ¢ with only write requests, and (ii) A’ always keeps only one copy of F, at
a node in A’s residence set, and (iii) whenever A has only one copy of F, A" has a
copy at the same node. Since A’ is a legal algorithm for any instance of the migration
problem, and the optimal cost to process o without using replications is no less than
the optimal cost with replications, A is c-competitive on write-only sequences only if
A’ is a c-competitive migration algorithm. This implies the claim.

Algorithm A’ is obtained from A as follows. Initially, both A and A’ have a copy
of F at the same node. The following rules are applied whenever A changes state.
(1) If A replicates, A’ does not change state.

(2) If A migrates, A’ follows.

(3) If A drops a page, A’ follows to the same node.

It follows from the rules above that (ii) and (iii) hold, and A’ cannot incur a write
cost higher than that of A. Each movement of A" in (1) or (2) corresponds to a
distinct migration or earlier replication by A, respectively. So A’ cannot incur a
higher movement cost than A. The claim follows. O
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3.2. An Optimal Deterministic Tree Algorithm. Recall that for each edge
e = (a,b) on the tree, request sequence ¢ induces a sequence oq on (a,b). The
tree algorithm is based on factoring into individual edge subproblems and simulating
DetEdge on each subproblem. After r € ¢ is served, for each edge ¢ = (a,b) the
induced request rg, 1s computed and the offset vector for the induced subproblem
is updated. The following algorithm is then executed, updating the residence set,
R(T'ree). Initially R(Tree) consists of the single node containing F.

Algorithm Tree:

(1) Examine each edge (u,v) in any order, and simulate the first
step of Algorithm DetEdge in the induced subproblem. If DetEdge
replicates to one of the nodes, say v, in the induced subproblem, then
add v to R(Tree) and replicate to v.

(2) Simulate step 2 of DetEdge for all edges. For any node v, if
the edge algorithm for an incident edge e = (u,v) requires deleting
node v from e’s residence set in e’s induced problem, mark v.

(3) Drop at all marked nodes.

To show that DetTree is 3-competitive, we will show that it chooses a connected
residence set and for each edge, 1t induces the state required by DetEdge. This is
not immediately obvious, because the requirements of DetEdge on one edge might
conflict with those on another edge. For example, one edge might want to drop a
copy that another edge has just replicated.

We begin by analyzing the structure of the offset functions in the induced edge
problems. For the rest of this subsection, the offset values and functions for each
edge (a,b) refers to that results from the induced sequence og4p. The next lemma
characterizes the offset distribution between two adjacent edges.

LEMMA 3.7. The following properties hold:

(A) At any time, there exists a root node r, such that R = {r} corresponds to a
zero offset state in the induced problems of all edges.
(B) For any edge (x,y) on the tree, define S;(x,y) = wi(xy) —w;(x). Then for any

adjacent edges (x,y) and (y, z), the inequality S;(x,y) < S;(y, z) holds, V i.

Following from the earlier definitions (see the beginning of Section 3.2), the claim
(A) above states that there is a node r such that for any edge (a, b) where a is nearer
to 7 than b, state a is a zero offset state for the edge. Note that the location of the
root node r may not be unique, and its location changes with requests. The lemma
implies the following conditions.

COROLLARY 3.8.

(C) Let (z,y) be an edge in T such that a root v is in Ty,. Let z # x be a neighbor
of y, and edges (x,y) and (y, z) have offsets (0, kyy, loy) and (0, ky,1y.),
respectively. Then

(C.1) Loy <ly:;

(C.2) loy — koy > lys — kys;

(C.3) koy < ky,, and

(C.4) if ky. =0, then kyy = 0 and lyy = 1, hold.

(D) Let (z,y) and (y, z) be adjacent edges with a root r in the subtree that is rooted
at y and formed from removing the two edges from T'. Let the offsets in the
edges be (kyy,0,ley) and (0, kys, 1), respectively. Then lyy > (ly, — ky.) holds.

Proof. (of Lemma 3.7) We use induction on the number of requests. Initially, let
7 be the node holding the single copy of F'; all the edges have offset vectors (0, D, D)
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and the lemma holds trivially. We assume the lemma holds for ¢ € ZJ’ revealed
requests and show that it remains valid after o:41 has arrived at a node w. We first
show how to locate a new root. Let P represent the path from » to w. Unless specified
otherwise, the offsets referred to below are the ones before o1 arrives. We choose
the new root, 7', using the following procedure.

Procedure FindRoot

(1) If (i) w=ror (ii) w # r and all the edges along P have offsets of the

form (0,k,{), k > 1, Then v = r,
(2) Otherwise, move along P from r toward w, and cross an edge if it has offset
vector of the form (0,0,/) until we cannot go any further or when w is reached.
Pick the node where we stop as r'.

Let us show that ' is a valid root for the new offsets. We picture P as a chain of
edges starting from r, going from left to right, ending in w. If the condition in step
(1) of the algorithm is satisfied, o;41 corresponds to a request at the zero offset state
for all edges. By Table 3, r remains a valid root node. Suppose (2) above is executed.
For any edge that is not on P, or is on P but is to the right of 7/, its zero-offset state
remains the same. Node 7 is a valid root node for these edges. By (C.4), edges along
P with offsets of the form (0, 0,!) must form a connected subpath of P, starting from
r and ending in r’. They have the same value for the parameter [. By Table 3, their
offsets change from (0,0,{) to (1,0, min{/+ 1, D}) or (min(1,{),0,1), and »' is a valid
root node for them. Hence (A) holds for our choice of 7' above.

To show that (B) holds, we consider any two adjacent edges (z,y) and (y, 2)
whose removal will divide T into three disjoint subtrees: 13,7, and T}, with roots
z,y, and z, respectively. We show that for different possible positions of » and w, (B)
remains valid after oy has arrived, i.e., Sip1(2,y) < Siq1(y, 2) holds when o444 is
a write or a read, when r € T,,, T, or T,, and when w € T, Ty, or T,. We assume
(B) holds before ¢4 arrives.

Suppose o441 is a read request, r € Ty, and w € T,. For edge (x,y), wy =
(0, kyy,loy) and wiyr = (0, min(key + 1, loy), loy). For edge (y,2), we = (0, kys,ly2)
and we41 = (0, min(ky, + 1,{y.),ly;). Inequality Sit1(z,y) < Sey1(y, #) follows from
Se(x,y) < Si(y, z) or (C.1). Condition (B) can be shown to hold in other situations
by a similar case analysis. Please refer to the Appendix for the complete case analysis.
Thus (B) holds for request (¢ 4+ 1) and the lemma follows. 0

THEOREM 3.9. Algorithm DetTree is strongly 3-competitive.

Proof. We show that DetTree induces DetEdge on each tree edge. The theorem
then follows from Lemmas 3.4 and 3.5 and Theorem 3.6.

We proceed by induction on the number of requests. Initially, R(Tree) consists
a single node. Suppose R(T'ree) is connected after the first ¢ € ZJ’ requests, and
for each edge (a,b), the state induced by R(T'ree) is equal to the state desired by
DetEdge when run on ¢4. Consider the processing of request ¢ + 1.

Step (1): Replication. We do a subinduction on the number of replications done in
Step (1), and show that no replication is in conflict with the state desired by any
edge.

Suppose that processing edge (a,b) in Step (1) causes F' to be replicated to a.
Then r € Ty, R(Tree) lies in Ty, inducing state s = b, and w41 = (0,{,1). This follows
from the definition of DetEdge, the definition of the induced subproblem, and the
inductive hypothesis.  Let @ be the path from b to the nearest node in R(T'ree).
If @ # {b}, then, to avoid conflict, each edge along ) must also require replication
across it. From (A) and (C.2) in Theorem 3.7, we see that each edge (#,y) in @ has
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an offset of the form w;yq = (0,0',!') where x is nearer to b than y, and requires a
replication. A similar argument holds for the case when s = a and w41 = (0,0, 0).

Step (2): Marking Nodes to Drop: Again we perform a subinduction on the number
of markings done in Step (2), and show that no marking is in conflict with the state
desired by any edge and that a connected residence set results.

Suppose that processing edge (a,b) in Step (2) causes b to be marked. This occurs
because (a,b) has wip1 = (0, D, D), r € Ty, r a write, and s = ab.

Since R(T'ree) is connected by hypothesis, both a and b are in R(T'ree), and the
nodes in T} with a copy of F span a connected subtree of T}, with b as its root. Let
us call it 77, If T} # {b}, each edge (z,y) in T} is in state s = zy. By (A) and (C.3)
in Theorem 3.7, (z, y) must have offset wy11 = (0, D, D), with & nearer to b than y is.
Under DetEdge, (#,y) needs to drop the copy of Fin node y. Hence all the nodes
in T{ are required to be removed from R(Tree), the new R(T'ree) remains connected,
and no edges are in conflict.

Thus R(Tree) is connected, all induced edge algorithms match DetEdge, and
DetTree is 3-competitive. d

4. Randomized Algorithms for FAP on a Tree. Our approach to building
a randomized tree algorithm is the same as our approach in the deterministic case.
We give a randomized algorithm for a two-point space, RandEdge, that is based
on counter values assigned at the nodes. By factoring, we obtain from RandEdge a
(24 1/ D)-competitive algorithm, RandTree, for file allocation on a tree. RandTree
requires the generation of only O(log D) random bits at the beginning of the algorithm,
after which it runs completely deterministically. It is simpler than the tree algorithm
in [19], which can require the generation of Q(log D) random bits after each request
is served.

4.1. An Optimal Randomized Edge Algorithm, RandEdge. Let edge e =
(a,b). We maintain counters ¢, and ¢ on nodes a and b, respectively. They satisfy
0 < eq,cp < D and (eq + ) > D. Our algorithm maintains a distribution of R
dependent on the counter values. Initially, the node with a copy of F' has counter
value D, and the other node has counter value 0. The counter values change according
to the following rules. On a read request at a, we increment ¢, if ¢, < D. On a write
request at a, if (cq + ) > D, we decrement cp; if (¢q + ¢p) = D and ¢, < D, we
increment ¢,. The counters change similarly for a request at 5. There is no change in
the counter values in other cases.

Algorithm RandEdge always maintains a distribution of R such that

Cp
1 . = 1-=,
(1a) peld] D
(1b) pelb] = 1_%, and
(1e) pelat) = Ty

Observe that the probability of having a copy of F at node v € {a, b} is ¢,/D.

In order to maintain this distribution, RandEdge simulates DD deterministic
algorithms, numbered from 1 to D. The moves of each deterministic algorithm are
constructed (deterministically) on-line, according to rules given below. Before the
first request, one of the D algorithms is picked at random. RandEdge then makes
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the same moves as the chosen deterministic algorithm. Thus p.[s], s € {a, b, ab}, is
the proportion of algorithms in state s, and the expected cost incurred by RandEdge
is the average of the costs incurred by the D algorithms.

We define the D algorithms that achieve the probability distribution in (1). Sup-
pose that initially, only node a has a copy of F. Then initially the D algorithms are
placed in state a. The following changes are made after a new request, o;, has arrived.
Without loss of generality, we assume the request arises at node a. (The ¢, and ¢
values below refer to the counter values just before o; arrives.)

e There is no change in the algorithms if there is no change in the counter
values.

e Case 1: if o; = @” and ¢4 < D, the lowest-numbered algorithm in state b
moves to state ab.

o Case 2: if o; = a¥, (¢q + ) > D, the lowest-numbered algorithm in state ab
moves to state a.

o Case3:ifo; =a¥, (catcp) = D, and ¢, < D, the lowest-numbered algorithm
in state b moves to state ab.

LEMMA 4.1. RandEdge s feasible and maintains the probability distribution in

(1).

and 3, there is some algorithm available to make the move. The choice of lowest-

Proof. By feasible we mean that whenever a move must be made in Cases 1, 2,

numbered algorithm is only to emphasize that the choice must be independent of
which algorithm RandEdge is actually emulating.

The lemma holds initially with ¢, = D and ¢, = 0. We prove the lemma by
induction on the requests, and assume it holds before ¢; arrives. If there is no change
in counter values after ¢; has arrived, the lemma holds trivially. By the induction
hypothesis, in case 1 above, since ¢, < D and p.[b] > 0, at least one of the D
algorithms is in state b; in case 2, since (¢q + ¢5) > D and pc[ab] > 0, there is
an algorithm in state ab; in case 3, since ¢, < D, there 1s an algorithm in state b.
Hence, RandEdge is feasible. It can be verified that the changes in the algorithms
implement the probability distribution in (1) for the new counter values. a0

THEOREM 4.2. RandEdge is strongly (2 + 1/D)-competitive.
Proof. For each node v € {a, b}, we maintain the potential function:

b = D41 _|_'Z]I.):_ci(2 — %) OPT has a copy of Fat v
! Yt b otherwise
where OP7T represents the adversary. Let the overall potential function ® = ¢, +
ép — (D + 1)/2. Initially, ® = 0; at any time, & > 0. We show that in response to
each request and change of state,

(2) E(ACRandEdge) + E(AMZ) + AP < (2 + l/D) - AOPT.

holds, where AOPT, E[ACRandEdge] and E(AM;) are the cost incurred by the event
on OPT, and the service and movement costs incurred on RandEdge, respectively.
The ¢, and ¢, values below are the counter values just before the new request o;
arrives.

Case 1: Request o; = a”.

If ¢, = D, inequality (2) holds trivially. Suppose ¢, < D. We have

Ca
E(ACRandEdge) = 1 — o E(AM;) =1,
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A<I>:{ —24%  OPT has a copy of F at d

% otherwise

It follows that if OPT has a copy of I at @ when o; arrives, L.H.5.(2) = AOPT = 0;
otherwise, L.H.S.(2) = (24 1/D) = (2+ 1/D) - AOPT. Inequality (2) holds.

Case 2: Request o; = a®¥ and (cq +cp) > D.
We have

e
D’

E(ACRandEdge) = E(AMZ) = 0’

- otherwise ’

_ =l
A@:{Q 5 OPT has a copy of Fatb
OPT has a copy of Fatb

otherwise

1
L.H.5.(2) = { §+ D

Inequality (2) holds.
Case 3: Request o; = a®¥ and (¢q +cp) = D.
If ¢, = D, L.H.S.(2)=0 and (2) holds trivially. Suppose ¢, < D. We have

Ca
E(ACRandEdge) =1- Ba E(AMZ) =1,
_J =2+ % OPT has acopy of Fat a
A _{ % otherwise , and
] 0 OPT has a copy of F at a
L.H.5(2)= { 2+ % otherwise

Hence, (2) holds.
Case 4: OPT changes state.
When OPT changes state, E(ACRandEdge) = E(AM;) = 0. It can be checked from
the definition of ® that when OPT replicates, AOPT = D and A® < (2D + 1) hold;
when OP7T discards a copy of F, A® < 0.

Since (2) holds for all possible events, by Theorem 4.6 RandEdge is strongly
(24 1/D)-competitive. 0

4.2. An Optimal Randomized Tree Algorithm—RandTree. We extend
RandEdge to a randomized algorithm for FAP on a tree, T', by means of factoring.
Our algorithm, RandTree, induces RandEdge on each edge for the induced request
sequence for the edge.

Description of Algorithm RandTree. RandTree internally simulates DD de-
terministic algorithms. Fach of them maintains a residence set that spans a subtree
of T'. Initially, the residence set for each of them is the single node that contains F.
One of the D simulated algorithms is picked uniformly at random at the beginning,
and RandTree behaves exactly the same as the particular algorithm chosen.

We maintain counters ¢, and ¢ for each edge (a, b) in the tree. Using the factoring
approach (see section 3.2), we obtain an induced request sequence o4 for (a, b). The
counter values change according to the same rules as described in the single edge
case (section 4.1), using o4,. RandTree responds to each request and maintains an
(induced) distribution as required by RandEdge in (1) for each of the edges.
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Read Request. Suppose the new request, oy, is a read request at a node g. Let
T be rooted at g, and e = (a,b) be an edge with a nearer to g than b is. The ¢, and
cp values described below are the counter values before o; arrives. The edges can be
classified into three types:

e type 1: edges with ¢, = D and ¢, = 0;

e type 2: edges with ¢, = D and ¢, > 0, and

e type 3: edges with ¢, < D.
RandEdge requires no change in probability values for the first two types of edges;
for type 3 edges, it requires p.[b] decreases by 1/D and p.[ab] goes up by 1/D. For
any node v, we use T'(v) to denote the subtree of T" rooted at v. RandTree changes
the subtree configurations maintained by the D algorithms by using the following
procedure (fig. 1).

(1) Let F be the forest of trees formed by all the type 3 edges.
(2) While there exists a tree 7" € F with at least one edge, Do
(2.1) Let & be a leaf node in 77 and P be the path from x to the root
node of T".
(The root node of 7" is the node in 7" that is nearest to g.)
(2.2) Pick any one of the D algorithms that maintains a subtree, 7,
that includes node # and lies entirely in T'(z).
Make that algorithm replicate along P, i.e., replace Z by Z U P.
(2.3) Remove the edges in P from 7" and update the forest F.

Fic. 1. Algorithm RandEdge (Read Reguests)

LEMMA 4.3. RandTree implements the required changes for all the edges for a
read request.

Proof. We prove the lemma by induction on the requests. Suppose that RandTree
induces RandEdge on all edges before o; arrives. Let y be the parent node of z. If
RandTree is feasible, i.e., it can be executed, it implements the changes required by
RandEdge as described above, for all edges. We show that this is the case.

If z is a leaf node of T', since (x,y) is a type 3 edge, p(sy)[#] > 0 and one of the
D algorithms must have the single node {«} as its tree configuration.

Otherwise, suppose all the descending edges of z are of type 1. Let (z,w) be one
of them. Then p, w)[Tw] = p(s,w)[w] = 0; none of the algorithms maintains a subtree
with any edge in T'(z). Since p(; 4[] > 0, one of the algorithms must have {x} as
its subtree.

Otherwise, suppose # has descending type 2 edges. Let (2, w) be any one of them.
Then pey wy[w] = 0 and p(g w)[rw] > 0. Thus each of these edges is contained in the
subtree of at least one of the algorithms, and none of the algorithms has its subtree in
T'(w). Since pe, yy[x] > 0, at least one of these subtrees must lie in 7'(x) and contains
node z.

Hence, our algorithm is feasible and the lemma holds. O

Write Request. Suppose o; = r*. We use the same notation as in the read
request case. The edges can be classified into three types:

o type 1: edges with (¢q + ¢p) > D;
o type 2: edges with (¢4 +¢») = D and ¢, < D, and
e type 3: edges with (¢q +¢p) = D and ¢, = D.
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RandEdge requires no change in probability values for the type 3 edges; for type 1
edges, it requires p.[ab] decreases by 1/D and p.[a] increases by the same amount;
for type 2 edges, it requires p.[b] decreases by 1/D and p.[ab] increases by the same
amount. RandTree performs the following (fig. 2).

(1) Let F be the forest of trees formed by all the type 1 edges.
(2) While there exists a tree 7" € F with at least one edge, Do
(2.1) Let g’ be the root node of 7" and # be one of its children nodes in
1.

(2.2) Pick an algorithm that has a subtree Z that includes edge (¢', z).
(2.3) If 7 is contained in T’, make the algorithm replace Z by the single-
node subtree {¢’}; otherwise, replace Z by the tree formed by

edges in (7 —T").
(2.4) Replace T' in F by the subtrees formed by 7" — Z.
(3) Let F be the forest of trees formed by all the type 2 edges.
(4) While there exists a tree 7" € F with at least one edge, Do
(4.1) Let x be a leaf node of 7" and P be the path from z to the root
node of T".
(4.2) Pick any one of the D algorithms that maintains a subtree, 7,
that includes node # and lies entirely in T'(z).
Make that algorithm replicates along P, i.e., extends Z to Z U P.
(4.3) Remove the edges in P from 7" and update the forest F.

Fi1c. 2. Algorithm RandEdge (Write Requests)

LEmMA 4.4. RandTree implements the required changes for all the edges for a
wrile request.

Proof. We prove by induction and assume RandEdge 1s induced on all the edges
before o; arrives. If RandTree is feasible, it implements the required changes for all
the edges. We show that this is the case.

Consider the first loop of the algorithm (in step (2)). Since p(g »y[¢'x] > 0, subtree
7 must exist. RandTree removes edges from 7 that are contained in 7”. Note that
the p.[ab] values for type 2 and 3 edges are zero; RandTree processes edges in 7" in
a top-down fashion, and configuration (7 — 7”) is always a connected subtree. Thus
the first loop can be executed.

Consider the second loop of the algorithm (in step (4)). Let y be a parent node
of x. Then p, y)[ry] = 0 and p(, y)[x] > 0 hold. If z is a leaf node in 7', one of the
D algorithms must have {«} as its subtree. If 2 has a descending type 1 edge, by
the first part of the algorithm, one of the D algorithms must have {«} as its subtree
after running the first loop of the algorithm. Suppose all the descending edges of x
are type 3 edges. Let (z,w) be a type 3 edge; then p(; w)[w] = p(ew)[rw] = 0 and
P(e,w)[r] = 1. Since pr, yy[x] > 0, one of the algorithms must have {x} as its subtree.

Hence, the algorithm is feasible and the lemma follows. O
Lemmas 4.3 and 4.4 imply that RandTree induces RandEdge on all the edges.
Theorem 4.5 follows from the above lemmas and Theorem 4.2.

THEOREM 4.5. Algorithm RandTree is strongly (2 + 1/D)-competitive for FAP
on a tree against an oblivious adversary.

4.3. Lower Bound. We show that the competitive ratio, (2 + 1/D), obtained
above is the best possible for file allocation against an oblivious adversary, even if G
is a single edge.
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THEOREM 4.6. No on-line algorithm for the file allocation problem on two points
(a,b) is c-competitive, for any ¢ < (2+1/D).

Proof. Let A be any randomized algorithm for the file allocation problem on two
points. We define a potential function ¥, and give a strategy for generating adversary
request sequences such that:

(i) for any C there is a request sequence ¢ with optimum cost >

(ii) the cost to RandEdge on ¢ is at least (2+ 1/D)OPT(c) — B”, for B” bounded
independent of o;

(iii) ¥ is bounded; and

(iv) for each request generated by this adversary,
(3) ACL + AY > ACRandEdge

If conditions (ii), (iii), and (iv) hold for an adversary sequence o, then summing
(3) over the sequence gives

Ca(c) > (2+1/D)-OPT(0)— B

where B is bounded. By condition (i), the adversary can make OPT (o) arbitrarily
large, so there is no constant B’ independent of o such that Ca(s) < (2 + 1/D) -
OPT(c) + B'. Hence A cannot be c-competitive for ¢ < 2+ 1/D.

We now define the adversary’s strategy. We assume that both the on-line and
off-line algorithms start with a single copy of F' at a. Our adversary will only generate
requests that result in offset functions of the form (0,4,¢), where 0 < ¢ < D. A zero-
cost self-loop is a request such that the offset function is unchanged and Aopt = 0. By
a theorem of [18], there is always an optimal on-line algorithm that incurs 0 expected
cost on a zero-cost self loop. We assume A has this property. This simplifies the
adversary’s strategy, although the result can still be proved without this assumption.

Suppose that the current offset function is (0,4¢,7), and let p; be probability that
RandEdge is in state a. Suppose A is in state a with probability ¢. If ¢ < p; the
adversary requests a, otherwise the adversary requests ”. When ¢ = D we will
have ¢ = 1 (a¥ is a zero-cost self-loop if ¢ = D) and so the adversary will request
b". Similarly, when ¢ = 0, ¢ = 0 (a” is a zero-cost self-loop) and the adversary
requests a". Therefore the adversary can always generate a next request using the
above rules, and the request sequence can be made arbitrarily long. Since there are
only D offset functions that can be generated by this strategy, an arbitrarily long
sequence of requests must cycle through the offset functions arbitrarily often. Notice,
however, that the only cycles which cost OP7 nothing are zero-cost self-loops. Since
the adversary never uses these requests, all cycles have non-zero cost, so by continuing
long enough the adversary can generate request sequences of arbitrarily large optimum
costs. Hence condition (i) hold.

Next we consider condition (ii). Recall ¢, and ¢, the counter values maintained
by RandEdge. We claim that if the offset function is (0,¢,¢), then ¢, = D and
¢y = D—1. This is true initially, when F' is located only at a, and ¢ = DD. By inspection
of RandEdge one can verify that the whenever the adversary generates request 5",
¢p increases by 1, and that whenever the adversary generates a, ¢, decreases by 1.
Hence p; = i/D and the expected movement cost incurred by RandEdge is 1 on b"
and 0 on a". With reference to the proof of Theorem 4.2, note that the amortized
cost to RandEdge is exactly 24 1/D times the cost to OPT on any request that the
adversary might generate, assuming OPT does not move following the request. (The
adversary never generates b" if ¢, = D or a" if ¢, = 0.) The amortized cost incurred
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by RandEdge is therefore exactly 24 1/D times the cost incurred by an “optimum”
algorithm that only ever has a copy of F' at a. It is possible to show that this cost
really is optimum for our sequences, but in any case it is certainly lower-bounded by
the true optimum cost, and so (ii) holds.

Now define ¥ to be D - max{0,q — p;}. This is trivially bounded by 1, so (iii)
holds. Finally, we must verify (3).

Case 1: The adversary requests a®.

In this case the new offset function must be (0,4 4+ 1,7 + 1). Suppose that after
the request A has mass ¢’ at a. Then ACy = 1 — ¢+ D -max{0,q — ¢'}, AV =
D-max{0, ¢'—pi41}—D-max{0,¢—p;}, and ACRandEage = 1—pi. Since ¢ < p; < piy1,

AC4+AY = 1—qg+ D max{0,g—¢'}+ D -max{0,¢ —p; 1} — D max{0,q— p;}
> l—q
> l—pi
= ACRandEdge

Case 2: The adversary requests b”.

In this case the new offset function must be (0,¢ — 1,4 — 1). Suppose that after the
request A has mass ¢’ at a. Then AC4 = ¢+ D -max{0,9—¢'}, AV = D -max{0, ¢ —
pi—1} — D -max{0,¢q — p;}, and ACRanagdge = pi + 1. Since ¢ > p; > p;_1,

AC4+ AV = ¢+ D max{0,g—¢'}+ D -max{0,¢ —p;_1} — D -max{0,¢q — p;}
> ¢+ D(g—pi-1) = D-max{0,q — p;}
= q+D(pi —pi-1)
— g+l
> pit+l
= ACRandEdge
a

5. Migration on a Uniform Network. We give a (2 4+ 1/(2D))-competitive
randomized algorithm against an oblivious adversary for migration on a uniform net-
work. This competitive ratio is optimal even for a single edge [10]. Let G be a
complete graph on n nodes labeled 1 to n. Initially, only node 1 has a copy of F.
Our algorithm is based on the offsets calculated on-line. Let S = {1,...,n} and the
algorithm is in state s if the single copy of F'is at node s. We have the cost functions

0 ift=s

D otherwise

0 ift=o
ser(t,o;) = { 1 otherwise tran(t,s) = {
and initially Wy = (0, D, ..., D).
Suppose the 7th request is served and the new offset for each node, s, is calculated.
Let vy = D —wi(s), k = maz{j € S|>) _, vm < 2D}, and § = 2D — Z;Il V-
Algorithm Migrate: The algorithm maintains a probability distribution such that
the probability, p[s], that a node, s, contains F'is as follows:

vs /2D if s <k
Ifk<n, plsj=< §/(2D) ifs=k+1

0 otherwise
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vs /2D if s<kandvs, <D
Ifhk=mn, pls]=4¢ (v;+38)/(2D) ifs<kandv;,=D
0 otherwise

After a new request has arrived, our algorithm moves to different states with transition
probabilities that minimize the total expected movement cost, while maintaining the
new required distribution.

THEOREM 5.1. Given any o, the expected cost incurred by Migrate, E[Cp,;,(0)],
satisfies

E[Crniy(0)] < [2+ 1/(2D)] - OPT(c)

Proof. We show that after a request has arrived,
1
(4) E[AC i) + E[AM] + A® < (2 + ﬁ) - Aopt;

holds, where E[AC,i4] is the expected cost incurred by Migrate, E[AM] is the
expected movement cost, A® is the change in the potential function:

n  Us

@:ZZ(%JF%) — (3D +1)/4.

s=1j=1

Initially, ® = 0. At any time, since at least one vy = D, we have & > 0.

An offset table similar to Table 3 for file allocation can be constructed. Since
migration is equivalent to FAP with only write requests, it can be seen that if request
oit1 18 at a node s with w;(s) = 0, we have w;11(s) = 0, the offsets for all other states
will increase by one, subject to a maximum of D), and Aopt,,; = 0. If oy4y is at
a node s with w;(s) > 0, the offset for state s will decrease by one, all other offsets
remain the same, and Aopt,; | = 1.

Case 1: A request at s such that vy, < D.

In this case, we have Aopt;,; = 1, and v, increases by one.

If s < k then E[ACh,] < [1 —v,/(2D)]. It can be verified that E[AM] < 1/2,
AP < 1/2+4 (v, +1)/(2D), and L.H.S.(4) <24+ 1/(2D) = R.H.5.(4).

If s > k then the movement cost is zero. We also have E[AC,,;,] < 1, A® =
1/24 (vs + 1)/(2D) < 14 1/(2D); inequality (4) also holds.

Case 2: A request at s such that vy = D.

We have Aopt; | = 0. For each j € S—{s} such that v; > 0, v; decreases by 1. Each
such v; contributes —[1/2 4 v;/(2D)] to A®, and no more than 1/2 to E[AM]. We
have E[ACost] = (1 — ps), where p;, is the probability mass at s, and

vs
1—p, = < 23
P Z bi> 2. 35
Jj#s J#s,v;>0
Hence L.H.5.(4) < 0. 0

6. Replication. We give upper and lower bounds on the performance of ran-
domized on-line algorithms for the replication problem.
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6.1. Randomized On-Line Algorithms. Let ep = (1 + 1/D)? and gp =
ep/(ep —1). So fp—e/(e — 1) ~ 1.58 as D—00. We describe randomized algo-
rithms that are p-competitive against an oblivious adversary on the uniform network
and trees. First, consider a single edge (r,b) of unit length. Initially, only » contains
a copy of F'. Suppose algorithm A is a-competitive, and it replicates F' to node b with
probability p; after the ith request at b, where ). p; = 1. The p;’s and o must satisfy,
for each k € ZJ’,

a-k k<D
Blea@) 14 < {05 15D

k k
where E[Cs(o) | k] = Zpi'(D-l-i)-l- (1—21%) k

is the expected cost incurred by A when ¢ contains k requests at b. The optimal
off-line strategy 1s to replicate a copy of F' to b before the first request arrives if
k > D, and does not replicate otherwise. Algorithm A incurs a cost of (D + i) if it
replicates right after serving the ith request, i < k; otherwise it incurs a cost of k.
An optimal randomized algorithm is given by a set of p; values that satisfy the above
inequalities for all &k, such that o is minimized. We note that the conditions above
are identical to those for the on-line block snoopy caching problem on two caches in
[15]. Karlin et al. [15] showed that the optimal « value is 8p. This is achieved when
pi = [(D+1)/D]*=Y/[D(ep —1)], 1 < i < D, and other p;’s are zero. The above single
edge algorithm can be applied to a uniform network by replicating F' to each node v
after the ith request at v, with a probability of p; — another example of factoring.

THEOREM 6.1. There exists a randomized algorithm that is strongly Bp -competitive
against an oblivious adversary for replication on a uniform network.

We can extend the single edge algorithm to a tree, T, rooted at r, the node that
contains F' initially. The algorithm only responds to requests at nodes not in the
current residence set.

Algorithm TREE: Keep a counter ¢; on each node ¢ # r. Initially,
all ¢; = 0. Suppose a request arrives at a node x, and w is the node
nearest to  that contains a copy of F'. After serving the request, the
counters for all the nodes along the path from w to x are increased
by one. Let the nodes along the path be w = 4q,41,...,50 =%, ¢ > 1.
Perform the following procedure each time after a request has been
served:
(1) Let pe,, = 1.
(2) For j=1,...,q, Do
(2.1) With probability Pes, /pclj_1 , replicate to node ¢; from node ¢;_1.
(2.2) If F is not replicated to ¢;, STOP.

THEOREM 6.2. Algorithm TREF s strongly Bp-competitive against an oblivious
adversary for replication on a tree network.

Proof. Without loss of generality, we assume that a connected R 1s always main-
tained by any solution. Let 2 # r be any node and y its parent. Before  obtains a
copy of I, a cost equal to the weight of (, y) is incurred on the edge for each request
at a node in the subtree rooted at x. (This follows because R is connected and the
unique path from # to r passes through (x,y).) By our single edge algorithm, the
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algorithm TREE is Sp-competitive if, for each node « # r, a copy of F' is replicated
to x after the ¢th request at the subtree rooted at x, with a probability p;. It can be
shown by induction on the requests that before x acquires a copy of F, the counter
on x records the number of requests that have arrived at the subtree rooted at x,
and these counters form a non-increasing sequence on any path moving away from
r. Hence, the values pclj/pc,j_1 = (14 1/D)%™%-1 <1, =2,...,q, are defined
probability values. It is simple to verify that each time a node at the subtree rooted
at x receives a request, a copy of F'is replicated to x with probability p.,, where ¢,
is ’s new counter value. The theorem follows. O

6.2. Lower Bound. We show that no randomized algorithm can be better than
2-competitive against an adaptive on-line adversary. We use n to denote the number
of nodes in G.

THEOREM 6.3. Let € be any positive function of n and D, taking values between
0 and 1. No on-line algorithm is better than (2 — (D, n))-competitive for replication
against an adaptive on-line adversary.

Proof. Let node a have the initial copy of F and let (a,b) be any edge in G.
Let A be any on-line algorithm which replicates to b after the jth request at b with
probability p;, j € ZT. The adversary issues requests at b until A replicates or
until N, requests have been issued, whichever first happens. Algorithm A incurs an
expected cost of

N. o0
(5) E[Ca(0)] =D _pi-(G+D)+ Y pi- N
Jj=1 Jj=N:+1

We choose different N.’s for two different cases.

Suppose Z;ozl pj-j > D. Let N, be the minimum positive integer that is greater
than D and such that Zj\;sl pj-j > D. Given D, parameter N, is a finite and unique
constant. The adversary replicates to b before the first request arrives, incurring a
cost of D. From equation (5), we have E[C4(c)] > D + Zj\f;lpj -J > 2D, giving a
ratio of at least 2.

Suppose Z;o:l p; - J < D. Let ¢ = €(n, D). The adversary does not replicate and
incurs an expected cost of

N (%)
(6) ij'j-l- Z pj - Ne
j=1 J=Na+1

iFrom (5), we have

Ne Ne o)
(7a) E[Ca(0)] = > pj-i+D-Y pi+ >, pi-N
=1 i=1 JoNot1
Ne Ne 53]
(7b) > (L+> p) Y opi-it+ Y, pi- N
=1 =1 JENot1

Given the p;’s, one can choose N, so that Zj\f;lpj is arbitrarily close to 1. Since
the series Z;ozlj -p; 1s bounded, one can also choose N, so that Z;O:NEH pj - Ne is
arbitrarily close to zero. Thus, by comparing (6) and (7b), we see that given any &,
one can choose a finite N, so that the ratio is as close to (2 — £) as desired. a
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7. Off-Line Replication and File Allocation. We show that the off-line repli-
cation problem is NP-hard, and the off-line file allocation problem on the uniform
network can be solved in polynomial time.

7.1. The Off-Line Replication Problem. Awerbuch et al. find interesting
relationships between the on-line Steiner tree problem [14, 23] and on-line FAP. We
show that the (off-line) replication problem is NP-hard by using a straight-forward
reduction from the Steiner tree problem [12, 16] (see Section 2 for the definition).
The proof involves creating an instance for the replication problem in which (D + 1)
requests are issued at each of the terminal nodes for the Steiner tree problem instance,
forcing the optimal algorithm to replicate to these nodes.

THEOREM 7.1. The replication problem s NP-hard, even if G s is bipartite and
unwetghted, or if G is planar.

7.2. Off-line Solution For File Allocation on a Uniform Network. We
show that the off-line file allocation problem on a uniform network can be solved in
polynomial time by reducing it to a min-cost max-flow problem. A similar reduction
was obtained by Chrobak et al. [8] for the k-server problem. We convert an instance
of the FAP on a uniform network on nodes 1,...,n, to a min-cost max-flow problem
on an acyclic layered network, N, with O(n - |¢]) nodes and O(n?|s|) arcs. Initially
node 1 has a copy of F. An integral maximum flow in N defines a dynamic allocation
of F' in the uniform network. The arcs costs in N are chosen so that the min-cost
max-flow in N incurs a cost differs from the minimum cost for FAP on the uniform
network by a constant. Network N is constructed as follows:

Nodes: Network N has (|o| + 1) layers of nodes, (2n — 1) nodes in each layer, a
source node s and a sink node t. Layer k, 0 < k < |o|, has nodes {v% ... vF} and

{uf, ..., u?n_l)}. Each node allows a maximum flow of one unit into and out of it. The
vf nodes correspond to the nodes in the uniform network. Layer & of N corresponds
to the state of the uniform network after o; has been served.

Ares: There is an arc going from each layer k& node to each layer (k + 1) node, 0 <
k < (Jo| = 1); there is an arc from each layer |o| node to ¢, arc (s,v}), and arcs
(s, u?), 1<j < (n—1). All the arcs have unit capacity.

A Flow: A maximum flow in N has a value of n. Given integer arc costs, there is a
min-cost max-flow solution with only an integral flow of either 0 or 1 in each arc. A

flow of 1 into a vf represents the presence of a copy of I at node j just before request

(k=1)

k arrives. If the flow comes from a v; , 1t represents a copy of F' being moved from

k=D
represents a replication to node j. A flow from a v;k_l) to a uf represents the copy of
F at j is dropped after o(_1) is served. Thus an integral flow in N defines a strategy
for relocating copies of F. Since there are (n — 1) u nodes in each layer, an integral
max-flow must include a flow of 1 unit into at least one of the v nodes in each layer.
This corresponds to the requirement that there is always at least a copy of F' in the
uniform network.

Edge Costs: Edge costs are chosen so that the optimal flow has cost equal to the
optimal off-line cost for FAP minus the number of read requests, J, in o. Arcs with
one end point at s or ¢ have zero costs. Let (a,b) be any other arc, going between
layer k and (k+1). Tts cost is equal to the sum of its associated movement and service
costs. Suppose b is vl(k-l_l). Then (a,b)’s associated movement cost is D unless a is
vf. If o3 41) is a write at some node other than node ¢, the service cost is 15 if o(x41)
1s a read at node ¢, the service cost is —1. The costs for all other cases are zero. The

node i to node j after serving the (k — 1)st request; if the flow comes from a u
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movement and service costs account for the cost for replication and serving requests,
except a node is charged —1 when a read request arrives and i1t has a copy of F'. If we
add J to the cost of the optimal flow, thus charging each read request 1 in advance,
the sum is equal to the cost of an optimal dynamic allocation of F.

Using the algorithm in [21] for solving the min-cost max-flow problem on acyclic
networks, FAP on a uniform network can be solved in polynomial time.

THEOREM 7.2. An optimal (off-line) file allocation on a uniform network can be
found in O(n® - |o| - (1 + log, |o])) time.

8. Open Problems. Interesting open problems include finding a strongly com-
petitive randomized algorithm for FAP on a uniform network. Awerbuch et al. [2]
conjecture that if there exists a c¢,-competitive algorithm for the on-line Steiner tree
problem [14, 23], then there exists a O(cp)-competitive deterministic algorithm for
FAP. This conjecture is still open. For the migration problem, there is a gap between
the best known bounds [4, 10].
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Appendix: Complete Proof for (B) in Lemma 3.7. The following is the
complete proof for condition (B) in Lemma 3.7. Tt will be shown that

(8) Si(x,y) < Si(y, 2)

holds for ¢ = (¢t 4+ 1) after request (¢ + 1) has arrived, by considering the change in
offset values using table 1, for all possible locations of the root node r, request node
w, and offset vectors. In each case, the required inequality follows from the property
that all offsets satisfy 0 < k& <! and the assumption that (8) holds initially for ¢ = ¢.
We will be referring to the conditions (C.1) to (C.4), and (D), that are implied by
(8) for i =t. We use L.H.S. and R.H.S. to denote the left- and right-hand sides of
the inequality under consideration, respectively.

Suppose the request is a READ request:
Case 1: r€ T, and w e T,
For (z,y) : we = (0, koy, loy) and wipr = (0, min(key + 1, loy), loy).
For (y,2) twr = (0, kys, ly.) and wepr = (0, min(ky, + 1,1,.),{y2).
St1(x,y) < Sig1(y, 2) follows from Si(z,y) < Si(y, z) or (C.1).

Case 2: r €T, and w € T,

For (z,y) : we = (kay, 0, lpy) and wiy1 = (min(key + 1, ley), 0, loy).

For (y,2) twr = (0, kys, ly.) and wepr = (0, min(ky, + 1,1,.),{y2).
Sey1(2,y) < Seq1(y, 2) & lpy —min(key + 1, loy) < 1y, follows from (D).

Case 3: r €T, and w €T,

For (z,y) : we = (0, koy, loy) and wipq = { E?I’H]:lx(yl,lxj)l,xéj’ ]xyl)) i Zzz i é

For (y,2) twr = (0, kys, ly.) and wepr = (0, min(ky, + 1,1,.),{y2).

koy > 1t Seya(z,y) < Seqi1(y, 2) & lpy — 1 <1y, follows from (C.1).

koy = 00 Sey1(z,y) < Seq1(y, 2) & loy —min(l, lyy) < Iy, follows from (C.1).

Case j: r €T, and w €T,

For (xz,y) 1w = (0, kpy, loy) and wiyy = { E

0, koy — L loy — 1) if kyy > 1
min(1, Ly ), 0, ley)  if kyy =0
0, ky: — 1, lys — 1) if kyo > 1

For (2,9) s e = (0, kys, fyz) and wes = { Emin(l,lyz),o,lyz) if ky. = 0
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koy, ky: > 1: Seya(2,y) < Seya(y, 2) & oy <ly,, follows from (C.1).

koy = ky. = 0: By (C.4), loy = ly.; hence Siy1(2,y) = Si11(y, #) holds in this case.
key > 1, ky, = 0: By (C.3), this case cannot happen.

koy =0,ky, > 1: Seqa(z,y) < Sex1(y,2) © loy — min(l,lyy) < Iy, follows from
(C.1).

Case 5: r €T, and w €T,

For (z,y) : we = (kay, 0, lpy) and wiyqr = (min(kyy + 1, ley), 0, loy)
o (O kys =10y — 1) if ks > 1
For (z,y) : wr = (0, ky,, ly.) and wepq = { (min(1,4,.),0,1,.)  if ky. = 0
ky: > 10 Seva(,y) < Seya1(y,2) & lpy — min(kyy + 1 lxy) <., follows from (D).

ky. = 0:

We need to show that Siyq(z,y) < Siv1(y,2) © loy —min(key + 1,0y) < . —
min(1,,.) holds, given St(x,y) Si(y,2) < oy — koy < 1y, holds initially. The
inequality holds because lpy —lpy = 0 =y, — 1, < R.H.S., and lpy — key — 1 <
ly: —1< R.H.S..

Suppose the request is a WRITE request:
Case 1: r€T, and we T,

For (z,y) : we = (0, koy, loy) and wipq = { E :]g’x m(ll’lyx y) 1. D)) i Zzz i é

For (y,2) :wy = (0, ky,, ly.) and wepq = { E ’]gyinm(l’yz _g 1 D)) i Zzz ié

koy, ky: > 1: Seya(2,y) < Seya(y, 2) & oy <ly,, follows from (C.1).

key > 1, ky, = 0: By (C.3), this case cannot happen.

koy = ky. = 0: By (C.4), loy = ly.; hence Siy1(2,y) = Si11(y, #) holds in this case.
koy = 0,ky, > 1: Spqa(2,y) < Seya(y, 2) & min(ley + 1, D) — 1 <1, follows from

Se(z,y) < Se(y, 2) & loy <lys .

Case 2: r €T, and w € T,

For (z,y) : we = (kay, 0, lpy) and wiyq = (min(ky,
For (y,2) :wy = (0, ky,, ly.) and wepq = { E
ky. > 1: We need to show

key +1,D),0, min(l, + 1, D))
0,ky. —1,1;2) if by, > 1
1,0, min(ly, + 1, D)) ifk,, =0

bl

(9) Ser1(z,y) < Sy, 2) &
min(lyy + 1, D) — min(kyy + 1, D) <1, holds, given

Se(z,y) < Se(y,2) & loy — koy <!y, holds initially.
It can be proved as follows. If kyy = D then L.H.S. =0 < R.H.S..
If kpy < D, then L.H.S. <lyy+ 1 — (koy + 1) <!y, = R.H.S. Hence (9) holds.
ky. = 0: We need to show that

(10) Ser1(z,y) < Sy, 2) &

min(lyy + 1, D) — min(kyy + 1, D) < min(l,, + 1, D) — 1, holds, given
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Se(z,y) < Sely,2) & loy — koy <1y, holds initially.

If [,. < D, (10) follows from (9). If kyy = D, then L.H.S. =0 < R.H.S.. Suppose
ly; < (D —1) and (kgy +1) < D. In this case L.H.S. < lpy — kyy < ly, = R.H.S..
Hence (10) holds.

Case 3: r €T, and w € T,

For (z,y) : we = (kay, 0, lpy) and wiyq = (min(kyy + 1, D), 0, min(lyy + 1, D)).

For (y,z) :wy = (0, kys, 1) and wepr = (0, min(k,, + 1, D), min(l,, + 1, D)).

We need to show that Siyq1(2,y) < Siq1(y, 2) < min(lyy+1, D)—min(ksy+1, D) <
min(ly; +1, D) holds, given S;(z, y) < S(y, 2) < lyy—key < Iy, holds initially, which
follows from (10).

Case 4: r €T, and w €T,

o (0, kgy — 1, 15y) if kpy >1
For (2, y)  wi = (0, kay, lay) and wipr = { (1,0, min(lyy + 1, D)) if kpy = 0
For (y,z) : wy = (0, kys, ly.) and wer = (0, min(k,, + 1, D), min(l,, + 1, D))
koy > 1 Seya(z,y) < Seva1(y,2) © loy < min(ly. + 1, D), follows from Si(xz,y) <

Sey1(z,y) < Siqi(y,2) & min(lyy + 1, D) — 1 < min(l,, + 1, D), follows from
< St(ya Z) & ey <y

reT, and we T,

For (z,y) :we = (0, koy, loy) and wiyq = (0, min(key + 1, D), min(lyy + 1, D))

For (y,z) : wy = (0, kys, ly.) and wer = (0, min(k,, + 1, D), min(l,, + 1, D))
Sey1(z,y) < Seya1(y, 2) < min(lyy +1, D) <min(ly, +1, D), follows from S;(z, y) <
Se(y,2) Loy <lys..

Thus we have shown that (B) holds after o;y; has arrived.
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